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Introduction

Multi-source domain adaptation setting

e Multi-source domain adaptation (MSDA) is a difficult but practical problem, where labelled data are
collected from multiple sources.

e Main problem: how to transfer knowledge from multiple source domains to a single unlabeled target
domain.

Source 1 Source 2 Source K

Multi-source domain adaptation setting.



Introduction
Optimal Transport (OT)

e OT is a powerful mathematical theory.

e The underlying idea of OT is to seek an
optimal plan of transforming one distribution of
mass to another.

N. Papadakis, Optimal Transport for Image Processing, Signal and Image Processing, 2015.

G. Peyré and M. Cuturi, Computational Optimal Transport, arxiv:1803.00567, 2018.
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[llustration of the transport map from continuous
density u, to u,. [Papadakis, 2015]
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Discrete Continuous

Discrete and continuous formulations
of the OT problem. [Peyré and Cuturi, 2018]



Introduction
Optimal Transport (OT)

e OT is a powerful mathematical theory.

e The underlying idea of OT is to seek an
optimal plan of transforming one distribution of
mass to another.

e OT has been applied to a diverse range of
applications including images generation,
topic models, shape interpolation and others.

e Clustering view of OT has been utilized to
study a rich class of hierarchical and multilevel
clustering problems.

Image from slides of Optimal Transport course, Cuturi.
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Introduction

Imitation Learning

e Two fundamental agents: an expert teacher and a student.

e The former agent knows how to do its job perfectly, whilst the latter learns a policy to mimic the
teacher’s behavior.

Expert Demonstrations State/Action Pairs Learning

Images from Stephane Ross.



Introduction

e Research question: How can we leverage the clustering view of optimal transport and the learning
paradigm of imitation learning to tackle data shift and label shift in multi-source domain adaptation?

Optimal Transport Imitation Learning
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Multi-source Domain Adaptation
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Proposed Method

MOST: Multi-Source Domain Adaptation via Optimal Transport for Student-Teacher Learning

¢ Optimal Transport based Imitation Learning
Consider two data domains X’ and XCZ with two data distributions P4 and IP? respectively.
h4 is a classifier that predicts well on x ~ P4,
Goal: learns the classifier h® to predict accurately x ~ P5.
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Figure 1: Imitation view explanation. l

Given x;, ~ PB, the optimal transport H* finds its closest counterpart in the space of data
domain X4, which is x, = H*(x;) so that h® can predict well on x; by conveniently
imitating the prediction of h4 on x,.




Proposed Method

MOST: Multi-Source Domain Adaptation via Optimal Transport for Student-Teacher Learning
¢ Mainidea
Teacher classifier: a weighted combination of domain experts.
Student classifier: acts on the target domain and tries to imitate the teacher via the OT-based imitation learning.

Source domain
discriminator

G*(x%) Teacher h’

Mlnn.mzlng imitating . *: _________ e
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Share weights
Clustering view

R GT ( x'r) Student AT O1st source domain ® @ source samples % optimal target samples

Student classifier (O2nd source domain J9¢ target samples

Clustering view explanation on the joint space.

Target domain Generators

The overall structure of our MOST.



Experimental results

MOST: Multi-Source Domain Adaptation via Optimal Transport for Student-Teacher Learning

e MOST achieves state-of-the-art performance on benchmark datasets for multi-source
domain adaptation, including Digits-five, Office-Caltech10, and Office-31.

Table 1: Classification results on Digits-five.

Methods —mm —mt —up —svy —sy Avg
LtC-MSDA [1] 85.6 99.0 983 832 930 918
MOST 91.5 9.6 984 909 964 954

Table 2: Classification results on Office-Caltech10

Methods —-W =D —-C —A Avg
MSDA[2] 995 99.2 922 945 964
MOST 100 100 96.0 96.4 98.1

Table 3: Classification results on Office-31

Methods —-D —-W —A Avg
LtC-MSDA [I] 996 97.2 569 84.6
MOST 100 98.7 60.6 86.4

[1] H. Wang et al. Learning to combine: Knowledge aggregation for multi-source domain adaptation. In ECCV, 2020. 9

[2] X. Peng et al. Moment matching for multi-source domain adaptation. In ICCV, 2019.



Conclusion

¢ In this work, we propose a rigorous OT-based theory to leverage imitation learning into domain
adaptation.

¢ Under imitation learning’s perspective, we propose a novel model which utilizes two cooperative
agents: teacher and student for multi-source domain adaptation.

e Comprehensive experiments are conducted with state-of-the-art performance on benchmark datasets.
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